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OpenAI

• November 30 2022 ChatGPT
• March 2023 GPT-4
• Late Fall 2023

• Voice & Vision 
• Dall*E 3
• ChatGPT Enterprise 



OpenAI DevDay Nov 7 2023User updates
• GPT-4 Turbo 
• Browse the web
• Auto-model picker

Developer updates
• ”Copyright Shield”

• Build custom GPT agents (GPTs)
• Programming using Natural Language

• Share GPT agent (new GPT store)

• GPT-Turbo (API)
• Access to Data April 2024
• Longer inputs

• API Assistants

• Developer insentives





Convert general purpose GPT to single purpose custom GPT!!!





ChatGPT



convolutional

Lastra 2023

• GPT - Picks out the nuanced regularity and structure of natural language
(Wolfram 2023).

• Generate text: syntactically accurate and contextually relevant.

• lacks genuine comprehension!
• Only statistical pattern recognition and prediction.

Output – generate content



ChatGPT

GPT (user interface)GPT (developer API)



GPT (developer API)
Generative Pretrained Transformer

Data Data
training

Transformer model
customization

• “Attention” of Transformer model captures 

contextual relationship in data  critical for  

language undertstanding and essential for 

interpreting meaning

• (attention is all you need (2017))

Huge corpus of 
text 
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GPT (user interface)



Prompt Token Embedding Detokenization

PREPROCESS
PRE-TRAINED TRANSFORMER NEURAL NET

POSTPROCESS



Prompt Token Embedding Detokenization

• PROMPT = EXPOSITORY WRITING 
• Open Prompt…….What is a [    ]

• Open Prompt - extractive Q/A

• Closed Prompt  - extractive Q/A

…..Please improve/review the following text {…..}

• OPEN PROMPT:  What is a black hole?
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PRE-TRAINED TRANSFORMER NEURAL NET
POSTPROCESS
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Prompt Token Embedding Detokenization

• “What is a black hole " is split into tokens? 

• tokens = "What", "is", "a", "black", "hole".
Print(encode(“what is a black hole”))

• tokens converted to integers, = [539, 257, 262, 1579, 11234].
• The integers do not say anything about the relations of words or their 

meaning an extra step is needed…..

PREPROCESS
PRE-TRAINED TRANSFORMER NEURAL NET

POSTPROCESS
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Prompt Token Embedding Detokenization

• Text represented by an array of numbers (coordinates in linguistic space) 

• "What” -> [539] -> [0.2, -0.1, ..., 0.3]
• Encodes identity, meaning and relationship of words (based on data)

• e.g., Apple: type of fruit = 1, Color red = 2, Edible = 0.5 …Statistical facts of 

language

• This text-to-meaning process is the definition of a “Large Language Model (LLM)”

PREPROCESS
PRE-TRAINED TRANSFORMER NEURAL NET

POSTPROCESS
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Source - https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/

LINGUISTIC  FEATURE SPACE: 
Word meaning, relationship and context 

((A) SEMANTIC;  B) SYNTACTIC LAW)

A) B)

A) Words representing relationships (e.g.,  plants and animals);
ca. Wolfram(2023)

B) Words corresponding to different parts of speech;   
ca. Wolfram(2023)



Prompt Token Embedding Detokenization

• UNDERSTANDING: the model understands that "black hole" is a 
single concept and gains context that the prompt is asking for a definition.

• DECODE: 
• Predicts the most STATISTICALLY PROBABLE response (n-gram)
• Selects “best” response
• ** based on number of parameters (~170 trillion)**
• The is where errors or hallucinations can occur

PREPROCESS
PRE-TRAINED TRANSFORMER NEURAL NET

POSTPROCESS

Lastra 2023



Prompt Token Embedding Detokenization

• The generated tokens are merged back into a readable response:

CONTENT GENERATION:
"A black hole is a region of space where gravity is 
so strong that nothing, not even light, can 
escape from it."

PREPROCESS POSTPROCESS
PRE-TRAINED TRANSFORMER NEURAL NET
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Lifelong Learning and Generative AI: Unpacking 
ChatGPT’s Potential

a conversation with Ray Schroeder

QUESTION 1: The intersectionality of technology and education. Reflecting on 
the pivotal moments when technology profoundly transformed educational paradigms, 
as well as instances where the expectations from technological advancements 
overshadowed their actual impact?



Lifelong Learning and Generative AI: Unpacking 
ChatGPT’s Potential

a conversation with Ray Schroeder

QUESTION 2:Let’s explore some of the potential and concerns associated with 
the implementation of generative AI tools such as ChatGPT – specific emphasis on 
impacts to learners and educators.
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Lifelong Learning and Generative AI: Unpacking 
ChatGPT’s Potential

a conversation with Ray Schroeder

QUESTION 3:Reflecting on the innovative step taken by Western University in 
appointing a Chief AI Officer, Mark Daley, could you delve into the evolving regulatory 
frameworks that universities are beginning to adopt in embracing AI? 







Lifelong Learning and Generative AI: Unpacking 
ChatGPT’s Potential

a conversation with Ray Schroeder

QUESTION 4:What insights can be shared on the potential impact of upcoming 
AI educational assistants  such as  OpenAI Academy on the future paradigms of lifelong 
learning and professional education?
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Lifelong Learning and Generative AI: Unpacking 
ChatGPT’s Potential

a conversation with Ray Schroeder

“Whereas humans are limited in the kinds of explanations we can rationally 
conjecture, machine learning systems can learn both that the earth is flat and 
that the earth is round. They trade merely in probabilities that change over time. 
For this reason, the predictions of machine learning systems will always be 
superficial and dubious…..In short, ChatGPT and its brethren are constitutionally 
unable to balance creativity with constraint. They either overgenerate (producing 
both truths and falsehoods, endorsing ethical and unethical decisions alike) or 
undergenerate (exhibiting noncommitment to any decisions and indifference to 
consequences). Given the amorality, faux science and linguistic incompetence of 
these systems, we can only laugh or cry at their popularity.”
(Chomsky March 8 2023 NYTIMES). 



Lifelong Learning and Generative AI: Unpacking 
ChatGPT’s Potential

a conversation with Ray Schroeder

QUESTION 6: …..‘Ah-Ha’ moment



THANK YOU

Ray Schroeder
Senior Fellow at UPCEA, the Online and Professional 
Education Association; Professor Emeritus at University 
of Illinois Springfield
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